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T-SDN Project Introduction

Key Challenge

— End-to-End Provisioning and Orchestration
over Multi-Vendor/Layer Transport Infra

— Multi-Domain Network Orchestration with
Distributed Cloud/NFV and Transport Infra

Based on OpenDaylight Controller
— Best-fit on the brown-field infra

— Multiple southbound plugins architecture for
PTN & OTN devices, and VTN(tenant
networking) & OVSDB/OF(SFC)

— Including ACTN Reference Architecture
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ETRI T-SDN Architecture & Eco-System
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ODL User Groups

Seoul and Daejeon OpenDaylight Meetup
Members Photos Discussions More

Daejeon, Korea
(South)

Founded Jul 20, 2015

Members 129
Past Meetups 1
Our calendar

Worldwide 27

Organizer:
Justin

B Contact

We're about:

Linux - Java - Open Source
- Software Development
New Technology -
Software Defined
Networking - Network
Virtualization -
OpenDaylight - NFV

This "Seoul and Daejoen OpenDaylight Meetup” is for users of OpenDalight in both Seoul
and Daejeon cities and its surrounding areas. We already have people who are interested in
joining this group from ETRI and KAIST in Daejeon and Korea university, SKT and Mobigen
in Seoul. We invites anyone who are interested in OpenDaylight with network and software
backgrounds. We are planning to share our knowledge of OpenDaylight with you to help
you increase your knowledge and skills. We will provide tutorial on OpenDaylight Helium as
our kickoff tutorial and we will give further talks on various subjects of OpenDaylight from
controller to clustering. Don't hesitate to Join and share your knowledge with us.

T«

Who do | know here? ‘

Log in with Facebook to find out

Join us and be the first to know
when new Meetups are scheduled

¥
Welcome! What's new
& NEW MEMBER
kata g. joined
Upcoming Past Calendar Sa] ) _Z'a’ jome !
& NEW MEMBER
JunYeong P
Help plan the next joined "
12h ago
Meetup ’
. & NEW MEMBER
Got a suggestion for the next Meetup? Yoo, Yong H. !
Just want to introduce yourself? joined i
E 3days ago
-

& NEW MEMBER
Hyo Bum P, joined -
4 days ago b

. NEW MEMBER
—
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MPLS-TP Service Project on ODL
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Project Proposals:MPLS-TP Service

Contents

[hice]

1 Name

2 Repo Name

3 Description

4 Scope

5 Resources Committed (developers committed to working)
6 Initial Committers

7 Vendor Neutral

8 Meets Board Policy (inciuding IPR)

Name

MPLS-TP Service

Repo Name

mplstpservice

Description

In Korea, wired telecommunications carriers (KT, SKT, LGU+, and KINX) provide various network services with brownfieid networks that consist of
assorted transpon technologies (SOH/MPLS-TP, OTN/OTH, ROADM/DWDM, IP/MPLS) with diverse network appliances (Firewall, IDS/APS, Wed
Accelerator). In order to reduce CAPEX and to avoid vendor lock-in, these transport networks are often comprised of multi-vendor and muiti-domain
equipment, which leads 1o taking various forms of layered architectures such as (SDH/OTN+ROADM) or (PFTN/OTN+ROADM). As a result, this
byzantine complexity causes an increase in OPEX and becomes a significant hurdie in the era of software defined infrastructure (SDI) and agile
networking infrastructure. Consequently, research s and local carriers are ir ing and i for
transport SDN technology.

« Carrier's requirements

1. Operational Simplicity enables network service control/provision with simpler and more open APls.

2. Differentiated Service Delivery means g in 10 the context of an application or a service,

& means mul and multi-layer network service control/provision transactions in a scale of hours and minutes, not
weeks and days.

4. Security provides enhanced security of provided network services or resource isolation

5. Continuous Availability means diverse and flexible network recovery in case of any disastrous or erroneous operations or fallures.

8. Legacy and multi-Domain Interworking is about supporting network diversity.

* Expectations

1. Soiving instantaneous multi L] d-10-end service pr g will lead to OPEX and CAPEX reduction.
2. Enabling sustainable multi-vendor-based transport networks for CAPEX reduction.

3. Operating efficiently through the global network view

4. Supporting the evolution into an open transport network infrastructure for various future services

Scope

This project aims 10 provide a transport SDN controlier that enables flexibie MPLS-TP service provision over various legacy devices and SON devices
in heterogeneous networks. The deliverables will include the YANG data models (inventory, topology and service) for MPLS-TP based packet transport
network, MPLS-TP network managers and single/multipie SB plugins for MPLS-TP NES (Network Elements).

<MPLS-TP Controller>

-inventory Manager maintains the DB (Data Broker) based on the Information gathered from SB Plugins or Ine MD-SAL. It can updale the informauon
or notify other managers as needed.

-Implementing Notification

-Manage information on nodes

acquires on nodes and network

its own Date Store for other plugins 10 use.

-implementing Notification

-Manage information on nodes

-Manage Information on topologies and links
-Service Manager receives a user's service creation/modification/deletion request though the Restcont interfaces, It parses the input and invokes
appropriate RPCs 10 create/modity/delete the requested service.

-RPC call

-impiementing Notification

-Manage PTP Service

~Southbound Plugin connects 0 a EMS or MPLS nodes for control and management. It can notify the MPLS-TP controller or MD-SAL as needed.
-RPC impiementation
-Manage node connections
-Manage Node Information
-Map node and MD-SAL information

g 2 listener on the y Data Store Tree. It maintains

« Sequence Diagram

S8 pluge MO-SAL romerol

rotficaton

5 tree arite

<Node Notification Update>

1. The S8 Plugin detects that a new node has joined and sends a notification to the MD-SAL.
2. The MD-SAL routes the to bundies that the listener.

3. The inventory Manager Plugin writes the node information on the Data Store.

4, The Topology Manager receives a notification through an “OnDataChanged” message.

<Link Notification Update>

1. The SB Plugin detects that a new link and send a notification to the MD-SAL.
2. The MD-SAL routes the 10 bundies that reg the listener,
3. The Topology Manager receives a notification and writes the link information on the Data Store.
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<Service Creation>

1. A user inputs a service creation command though a Restconf interface.

2. The Service Manager parses the input and checks its validity. Once it's verified, it writes 1o the MD-SAL and invokes RPCs in accorcance with the
input.

3. Upon receiving a RPC, the SB plugin transiates the RPC into a target compatible command (an EMS or MPLS node) and sends it to the target entity,
4. The entity (the EMS or MPLS Node) executes the command and notifies the result to the SB Plugin.

5. The SB Plugin sends a notification message to the MD-SAL and the MD-SAL routes it to all registered bundles, in this case the Inventory Manager.
6. After cenain verification procedures (format and contents), the inventory Manager writes the information on the Date Store,

7. Upon receiving the “onDataChanged” message. the Topology and Service Managers refiect changes on their Date Store.
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ACTN Reference Architecture

*Enabling OpenFlow-based =~ Customer

transport domains, while ?smﬂker % % %
supporting legacy
heterogeneous transport CMI

MDSC

management technologies  service

(e.g., GMPLS/ASON, PCE,  Coordinator
NMS/EMS) '\V‘\A :I' MPI
* Multi-domain service ;?t/;',coarlk NAN ’A M A N’ /\ ﬂ /\N

coordination based on Controller PNC PNC PNC PNC
abstraction/virtualization

t A t A t } SBI

*Distributed data centers
dispersed over different
domains including wireless
backhaul transport, metro
and core packet/optical
networks
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Example
(VN Instantiate)

2. VN
Instantiate

PNC

3. PCEP LSP i
Initiate

How ACTN works

2. VN

Domain1

1. VN Instantiate
(VN Traffic Matrix)

AN

MDSC

CNC

6. VN Instantiate
Response

Instantiate

PNC

2. VN
Instantiate

EI ctronics and
le communi cations
Research Institute

VN Traffic Matrix is a set of
E2E connectivity (in a
simplest form)

IETF 88, Vancouver

Domain 3
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Status Update

* ACTN has progressed in TEAS (Traffic Engineering Architecture and
Signaling) WG in IETF Routing Area

— ACTN Requirements Draft has been adopted as WG document:
http://datatracker.ietf.org/doc/draft-actn-requirement/

— ACTN Info Model and Framework are also in progress.
— Solutions are also being discussed.

* Open Source ACTN
— Project has been l[aunched.
— Ericsson and Huawei are the two leading vendors.
— Details will be presented later.

— Making ACTN implementation easier as the APP is independent of OS
platform (ONOS, ODL, Pipe OS, etc.).


http://datatracker.ietf.org/doc/draft-actn-requirement/
http://datatracker.ietf.org/doc/draft-actn-requirement/
http://datatracker.ietf.org/doc/draft-actn-requirement/
http://datatracker.ietf.org/doc/draft-actn-requirement/
http://datatracker.ietf.org/doc/draft-actn-requirement/

Open ACTN G| 2

 |ETF97(Nov.2016, Seoul) Bits-N-Bites for interoperability test
between SDN controllers from multi-vendors

— ol| 2| 7|2t Huawei, Ericsson

— Y| 7|2k TTA AFSIO| T-SDN HF A B HHO| A ACTN BEES !
Open ACTN |2 =7l Hiot 50| =
o T 7|2k SLAFRIRHKT, SKT, LGU+), HIE (2|5, "l E E), ETRI
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Open-TAM Subproject Overview

e OPEN-TAM Subproject Setup
— Feb. 2015: Kick-off Conference Call with ONOS TSR
— Mar. 2015: Proposal of a Subproject: OPEN-TAM

— Mar. 2015: Creation of OPEN-TAM Future Project Wiki Page

* Two work items: Adaptive Flow Monitoring (AFM) & Selective DPI (S-
DPI)

* Development and Release Plans
— Started with Blackbird 1.1.0 release
— Phase 1 result (AFM) was incorporated in EMU release (Nov. 2015)
— Phase 2 (S-DPI) will be in GoldenEye release (May. 2016)



Adaptive Flow Monitoring Motivation

e Default ONOS Flow Monitoring Issues

Default FlowRule service collects all flow information from all devices at
every time interval (default 10 seconds)

This mechanism may cause performance degradation issue at each
collection time in a large-scale real carrier network due to the number of
switches and its associated flows (for example; WAN: ~500 Routers, ~10K
ports, ~1-10M flows per port)

To overcome performance problem in a simple way, we can maintain
collection time interval value with a large number. It then causes another
critical issue: lack of accuracy

Our proposal to this problem is an effective flow monitoring scheme called,
Adaptive Flow Monitoring Service that can minimize collection computing
overhead and provide more accurate flow statistics

nnnnnnnnnnnnnnn
((((((((((((((((((



Adaptive Flow Monitoring Algorithm

1. Initialize Variables and Setup Tasks() {

* CAL_AND_SHORT_POLL_INTERVAL= 5, MID_POLL_INTERVAL=10,
LONG_POLL_INTERVAL= 15, ENTIRE_POLL_INTERVAL=30

* Set each tasks being executed at every corresponding time interval }
2. CAL_AND_SHORT_FLOWS_TASK() {

e |F at first time call or ENTIRE_POLL_INTERVAL, send FlowStatsRequest
message getting all flow entries.

* Else at every call, calculates FlowLiveType and save it appropriate tables
* Sends FlowStatsRequest message only for SHORT _FLOWs entries
3. MID_FLOWS_TASK() {

e If at every time call and not ENTIRE_POLL_INTERVAL, sends
FlowStatsRequest message only for MID_FLOWSs entries }

4. LONG_FLOWS_TASK() {

* If at every time call and not ENTIRE_POLL_INTERVAL, sends
FlowStatsRequest message only for LONG_FLOWs entries }
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Open-TAM: Adaptive Flow Monitoring

[ 1

GetFlowStatistics CLIN V—a
Component

command { query & ‘
———————————— —cmmr —————————————IV—OtivaIO—WR—UIe—————————

\drminSeryi u FIowStzf\tistic —  FlowRuleListener dd/Update/Remo,
Service
FlowStatisticManager o~y FlowRuleManager
Component Component
D .! s . / Q .[ g . [
comgnand register &
----------- ;ns;g-r--”'t"-----}-unﬁg:?fer------------------'

OpenFlowRuleProvid Frovies
Component Protocols
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Selective-DPI Motivation

e Default ONOS Application Monitoring Issues

 Current ONOS flow can be classified and selected by lower-level
FlowSelection criteria based on FlowRule entry (eg., ports, ether_type,
vlan_id, 5-tuple, etc.)

* There is no application classification service for ONOS data plane user-data

* We proposed to add a Selective DPI service that can filter data plane user-
data from controller traffic and classify them with application level
granularity by using a open source DPI s/w
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Selective DPI: OpenDPIManager Architecture:

Off-ONOS Platform

DPIService

OpenDPIApp

ntop NDPI-1.7

DPIService DPI DPI DPI

Manger

Component

RawPacketDumpManager
Component

RawPacketDumpProvider
Component

Agent Engine  Tigine ngine

External
OpenDPIEngine
Stores

1 | |
Packet acket acket
Dumper )Jumper Jumper

N1 /

Intel DPDK 2.2.0

Capture
Interface

21
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Selective DPI: OpenDPIManager Architecture:
On-ONOS Platform

I
|
OpenDPIApp DPIService DPI DPI DPI || Neighbor DPI DPI DPI
Component Manger Engine .ngine Zngine I | OpenDPIApps Engine .ngine Zngine
|
1 1 1
I 1 1 1
_______________________ [ N Y
™ |1 1
I I H I 1 1 ]
RawPackDumpAd '=— RawPacketDumpService I RawPackDumpAd 1 RawPaicketDump%ervice -
minService ! (Flow) J I minService | . (Flow)
L L L 1 | 1
1 I ] | 1 1 1
I I 1 1 1 |
I L L 1 1 1
RawPacketDumpManager
RawPacket 'wPacket 'wPacket RawPacket 'wPacket 'wPacket
Component
Dumper Jumper )Jumper Dumper Jumper )dumper
A A
|
|
I
_________________ T U O VR N
|
|
|
RawPacketDumpProvider I
Component [
|
|
Capture I Capture
Interface Interface
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OPN FV(Open Platform for NFV) 7H R

Compute Storage Network
Virtualization Virtualization Virtualization
Control Control Control
OpenStack
KVM OpenDaylight

ovs

I T

Data Plane Accleration

Infrastructure
Pharos Project Compliant Community Labs

OPNFV Bare Metal Lab

Upstream
Project

[ =
o
E=
©
S
o
o
5
o
(&]

Build and

Integration Requirements

Bootstrap / | and Features

GetStarted

Octopus / Continuous Integration
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o e

» EMALEX FEZ 2014EH 108 =4
-AFE O_Q_A-I EIF NFV AEM 7H _*_
*NFV 228 E S 9ot QLELL ﬂ%‘r'—l E| 2d=t

» Arno HZ£(2015/6), Bramaputra(2016/2 0| )

FEE M : 0|5 NFV &2 40
ZAA

7|89 NFV & =X

= OPNFV &3 T AQ m2H|
7hab ol et atg| OpenStack

HE<3 Ao : ODL

7t&k A2 X|: Open vSwitch, Linux Bridge

HO|E{ =2 Q! 7t : DPDK, ODP

28HH : Linux

\\\\\

® OPNFV =@ Z2HNE
» Bootstrap/GetStarted : 4 TE2MEQ
olzmat 7
» Pharos(Test Infrastructure) : 3| ALY 4=l Al =24 A
2=

= FuncTest : OPNFV S8 ZF A, 48 X XS
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2
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OPNFV DPACC =2 M E (1/2)
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_Acceptable performance I:I

80 Gbps per COTS blade

————————————————————————

GAP -

" .
' @vPoP |

INIWZOVNYN
EXECUTION

EXECUTION

,,,,,,,,,,,,,,,,,,,,,,,,

What can be achieved

doing things well

Without applying best
practices

INGHZOVNYN

Source: Network Functions Virtualisation — White Paper #3 (2014)

VM #4
Accelerated
| ’:‘m': 1) || Accerated
Aops II [« i

( VM #0 M #1
[ VirtIo* ] [ VirtI0* J SAL J
vi-lns;-Uscr / ) L:cc:l;«‘d ﬂ
‘_] )

Virt1I0 SAL

s Softwere Acceleration Layer (SAL) oo

E ] §5§ ||
|

Kernel Space
-
-

g.
a
-
-

DPACC ZZHNE: NFVE 2|5t DPA
7=0 27AE Ho

T UeXF Mol 8l B ysecase
A

ZYHI HAE =50 Ciet
QE AAHB

HAE A iz, 88 A =73
CIH I O|A& #2432t

11 Committers:
China Mobile, ARM, Cavium
Network, Huawei, 6wind, DELL,
AT&T, Freescale, Altera, Intel,
ZTE
22 Contributors: ARM, BT, Xilinx,
Ezchip, ZTE, Intel, 6wind, NSN,
Huawei, Altera, Astri, Juniper,
Freescale, ETRI
DPACC Upstream T2 M E:
OpenDataPlane, DPDK, OpenCL,
LibVirt , VirtlO, OpenStack

Source: China DPDK Summit 2015
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OPNFV DPACC Z2HME(2/2) ™'

£ ™
g B
Application
\ y,
+— ' ™
3 SAL
e I 3
o I. Crypto |
\ y,
---------------- \
X i_ sio j [ hio ] )
;-F ---------------------------------------- &
I [ cio-backend + vHost-uszer ] i
| 1
P SRL | |
I L 1
i i
1 1
"G i SAL i
1 1
2 i [ Crypto ] ;
i i
1 1
1 . 1
I\‘ [ hio ] J
- i_ HW vSwitch/Crypto ;
- 4
=
‘“n’ Accelerator

DPACC Architecture: NFV High Level View
Source: OPNFV DPACC Architecture Documentation

eeeeeeee
uuuuuuuuuuuuuuuuuu

® Current Working Items

® Asia and Europe Weekly Meetings

® Asia and America Weekly Meetings

DPACC architecture

DPACC usecases

DPACC requirements

Gap Analysis of OpenStack for
DPACC

API Guidelines

When: Every Friday 9:30-10:30 UTC
(12:30PM Seoul, Friday)

IRC channel: freenode.net
(http://webchat.freenode.net/?channe
Is=opnfv-dpacc)
https://global.gotomeeting.com/join/6
23117821

When: Every Friday 3:00-4:00 UTC
(6:30PM Seoul, Friday)

IRC channel: freenode.net
(http://webchat.freenode.net/?channe
Is=opnfv-dpacc)
https://global.gotomeeting.com/join/2
30251565
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OPNFV OVSNFV =2 M E

® OVSNFV T2 E: AR X}

~Compute Virtualzation-
Control

r Netwaork Virtualization 1
Control

" Storage Virtualization
Contral

Opendtack

Kemnel Space
| I

=S

- Compute Virtualization

Network Virtualization 1
Control

" Storage Virualization

Control Cortrol

OpenStack

Modfication

User Space
OVS

-----*

Infrastructure
Pharos Project Compliant Community Labs

OPNFV Bare Metal Lab

Infrastructure
Pharos Project Compliant Community Labs

OPNFV Bare Metal Lab

Source Open vSwitch for NFV - Original Project Proposal
(httos://wiki.opnfv.org/open vswitch for nfv)
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57t DPDK 7|HI OVSE
OPNFVO| A MX|g =
UREE MEEZHEZ XNSot=
TZ2NE

= OPNFV Bramaputra0f| =gt
ol

= 6 Committers: Intel,
Redhat, Huawei, Ericsson

= 7 Contributors: Intel,
Nokia, ETRI, KDDILabs

® Weekly conference call on

Monday at 13:00
(Dublin/London)
(10PM, Seoul, Monday)
® https://global.gotome
eting.com/join/81021
0245
® Minutes (Meetbot):
http://ircbot.wl.linuxfo
undation.org/meeting
s/opnfv-ovsnfv/
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https://wiki.opnfv.org/open_vswitch_for_nfv

OpenStack Nomad =2 E

VINF
APP
IPSec/ GRTLS/S
RTP VNFI Media
Crypto Interfsce DPT Interfsce Codec Interface
SAL
SR-I0V I"""'
MNFVI

SAL (VartlCr 3.*:.1 Driver)
Physical Device Dirvver
! !

HW Ace Devices

Management
MAND
NFY'O

VINFM
&

L]
Nova
Meutron
"

VIMOpenStack

Imtel CCK FPGA GPGMU
B, Rock
schaduling
Uﬁaqﬁiﬂc& :
MAMNO E:_'M:'m"‘ ‘Jl Mova ] [ Nemmn] [ Momad ]
a,
7. Croate 10, config
WM 5 repoicosienion
rplerad
OpenSigck Agent info
| MNova Meutran MNomad
A, i 11, Cygniig
Accalaraior accelenaio
nic
2, Load driver 3. Sean PO for
BcCalermin Y
1. System infa | ACC
boaling
[ Host 05 ]

OpenStack Nomad Project Design

Source: OpenStack Nomad Project Documentation
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® OpenStack Nomad Overview

® Nomad is an OpenStack project that
aims to provide a general purpose
management framework for distributed
acceleration resources (i.e. various
types of accelerators such as IP-SEC,
NVMe, NVMe Over Fabric, DPDK and so
on)

® Members of “OpenStack Nomad Team”

® Lingli Deng

Michele Paolino

Nikolay Nikolaev

Paul Kangil Choi(ETRI)

Vincent JARDIN

yuanpeng

Zhipeng

China Mobile, Huawei, Virtual Open
Systems, 6wind, ETRI

® OpenStack Summit 2016 Presentation

® Make Workloads Nomadic When Accelerated -
Introduction of the Nomad Project

28



https://www.openstack.org/summit/austin-2016/summit-schedule/events/7380?goback=1
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